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PXrpose
This document establishes the plan for managing information security incidents and events, and
offers guidance for employees or incident responders who believe they have discovered, or are
responding to, a security incident.

Scope
This policy covers all information security or data privacy events or incidents.

IncidenW and EYenW DefiniWions
A security event is an observable occurrence relevant to the confidentiality, availability,
integrity, or privacy of company controlled data, systems or networks.

A security incident is a security event which results in loss or damage to the confidentiality,
availability, integrity, or privacy of company controlled data, systems or networks.

ReporWing & DocXmenWaWion
ReporWing
If a ScreenSteps employee, contractor, user, or customer becomes aware of an information
security event or incident, possible incident, imminent incident, unauthorized access, policy
violation, security weakness, or suspicious activity, then they shall immediately report the
information using one of the following communication channels:

Ɣ Email security³screensteps.com information or reports about the event or incident.
This creates a ticket in Zendesk.

Ɣ Message the #security channel in Slack and mention @channel

Reporters should act as a good witness and behave as if they are reporting a crime. Reports
should include specific details about what has been observed or discovered.

A ticket will be created for each valid report that comes in so that it can be tracked.

SeYeriW\
The ScreenSteps Support Team shall monitor incident event signals in the ¾security Slack
Channel and Zendesk tickets. Any signal or ticket that requires further action will have a Linear
issue created. Severity will be assessed based on the following categories:
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S3/S4 - LoZ and MediXm SeYeriW\

Issues meeting this severity are simply suspicions or odd behaviors. They are not verified and
require further investigation. There is no clear indicator that systems have tangible risk and do
not require emergency response. This includes lost/stolen laptop with disk encryption,
suspicious emails, outages, strange activity on a laptop, etc.

S2 - High SeYeriW\

High severity issues relate to problems where an adversary or active exploitation hasn’t been
proven yet, and may not have happened, but is likely to happen. This may include lost/stolen
laptop without encryption, vulnerabilities with direct risk of exploitation, threats with risk or
adversarial persistence on our systems ¥e.g.: backdoors, malware¦, malicious access of business
data ¥e.g.: passwords, vulnerability data, payments information¦, or threats that put any
individual at risk of physical harm.

S1 - CriWical SeYeriW\

Critical issues relate to actively exploited risks and involve a malicious actor. Identification of
active exploitation is required to meet this severity category.

EscalaWion and InWernal ReporWing
The incident escalation contacts can be found below in Appendix A.

S1 - Critical Severity: SÂ issues require immediate notification to IT and/or Engineering
management. A Linear Issue for will be created with a security label and an Urgent priority.

S2 - High Severity: A Linear issue must be completed and the appropriate manager ¥see SÂ
above¦ must also be notified via email or Slack with a reference to the ticket number. The Linear
Issue will have a security label and a High priority.

SÂ/SÃ - Medium and Low Severity: A Linear issue must be created and assigned to the
appropriate department for response. The Linear Issue will have a security label and a Medium
priority or Low.

DocXmenWaWion
For security events, incidents, and response activities that require further action, Issues will be
created in Linear for the IT team. Additional Issues can be created for other teams as needed
¥i.e. if a patch is required in an application¦.

A root cause analysis may be performed on all verified SÂ security incidents. A root cause
analysis report shall be documented and referenced in the incident ticket. The root cause
analysis shall be reviewed by the CTO who shall determine if a post-mortem meeting will be
called.
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IncidenW Response Process
For SÂ issues, the response team will follow an iterative response process designed to
investigate, contain exploitation, eradicate the threat, recover system and services, remediate
vulnerabilities, and document a post-mortem with the lessons of an incident.

SXmmar\

Ɣ Event reported
Ɣ Triage and analysis
Ɣ Investigation
Ɣ Containment ² neutralization ¥short term work¦
Ɣ Recovery ² vulnerability remediation
Ɣ Hardening ² Detection improvements ¥lessons learned, long term work¦

DeWailed

Ɣ IT or Engineering management  will manage the incident response effort
Ɣ A central “War Room” will be designated, which may be a physical or virtual location  ¥i.e

Slack channel¦
Ɣ A recurring Incident Response Meeting will occur at regular intervals until the incident is

resolved.
Ɣ Legal and executive staff will be informed as needed

IncidenW Response MeeWing Agenda

Ɣ Update Incident Issue and timelines
Ɣ Document new Indicators of Compromise ¥IOCs¦
Ɣ Perform investigative Q²A
Ɣ Apply emergency mitigations
Ɣ Plan long term mitigations
Ɣ Document Root Cause Analysis ¥RCA¦
Ɣ Additional items as needed

Special ConsideraWions
InWernal IssXes

Issues where the malicious actor is an internal employee, contractor, vendor, or partner requires
sensitive handling. The incident manager shall contact the CEO or founders directly and will not
discuss with other employees. These are critical issues where follow-up must occur.

Compromised CommXnicaWions

Incident responders must have Slack messaging arranged before listing themselves as incident
members. If there are IT communication risks, an out of band solution will be chosen, and
communicated to incident responders via cell phone.
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AddiWional ReqXiremenWs
Ɣ Suspected and reported events and incidents shall be documented.
Ɣ Suspected incidents shall be assessed and classified as either an event or an incident using

the security-event or security-incident labels in Linear.
Ɣ Incident response shall be performed according to this plan and any associated procedures.
Ɣ All incidents shall be formally documented, and a documented root cause analysis shall be

performed.
Ɣ Suspected and confirmed unauthorized access events shall be reviewed by the Incident

Response Team. Breach determinations shall only be made by the CEO and legal counsel in
coordination with executive management.

Ɣ ScreenSteps shall promptly and properly notify customers, partners, users, affected parties,
and regulatory agencies of relevant incidents or breaches in accordance with ScreenSteps’
policies, contractual commitments, and regulatory requirements.

Ɣ This Incident Response Plan shall be reviewed and tested at least annually.

Roles & ResponsibiliWies
Every employee and user of any ScreenSteps information resources has responsibilities toward
the protection of the information assets. The table below establishes the specific
responsibilities of the incident responder roles.

Response Team Members

R]le Rehd][hibilijs

I[cide[j
Ma[ageg

The Incident Manager is the primary and ultimate decision maker during
the response period. The Incident Manager is ultimately responsible for
resolving the incident and formally closing incident response actions. See
Appendix A for Incident Manager contact information.

These responsibilities include:

Ɣ Ensuring the right people from all functions are actively involved at
all times

Ɣ Status updates are communicated to the appropriate persons at
regular intervals

Ɣ Incidents are resolved in the immediate term
Ɣ Determining necessary follow-up actions
Ɣ Assigning follow-up activities to the appropriate people
Ɣ Promptly reporting incident details which may trigger breach

reporting, in writing to the CEO or founders
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I[cide[j
Rehd][he
TeaZ ¥IRT¦

The individuals who have been engaged and are actively working on the
incident. All members of the IRT will remain engaged in incident response
until the incident is formally resolved, or they are formally dismissed by
the Incident Manager.

E[gi[eegh
¥Skdd]gj a[d
Depel]dZe[j¦

Qualified engineers will be placed into the on-call rotation and may act as
the Incident Manager ¥if primary resources are not available¦ or a
member of the IRT when engaged to respond to an incident. Engineers
are responsible for understanding the technologies and components of
the information systems, the security controls in place including logging,
monitoring, and alerting tools, appropriate communications channels,
incident response protocols, escalation procedures, and documentation
requirements. When Engineers are engaged in incident response, they
become members of the IRT.

Uhegh
Employees and contractors of ScreenSteps. Users are responsible for
following policies, reporting problems, suspected problems, weaknesses,
suspicious activity, and security incidents and events.

Ckhj]Zegh
Customers are responsible for reporting problems with their use of
ScreenSteps services. Customers are responsible for verifying that
reported problems are resolved.

Legal C]k[hel

Responsible, in conjunction with the CEO and executive management, for
determining if an incident shall be considered a reportable breach.
Counsel shall review and approve in writing all external breach notices
before they are sent to any external party.

Ereckjipe
Ma[ageZe[j

Responsible, in conjunction with the CEO and legal counsel, for
determining if an incident shall be considered a reportable breach. An
appropriate company officer shall review and approve in writing all
external breach notices before they are sent to any external party.

ScreenSteps shall seek stakeholder consensus when determining whether
a breach has occurred. The ScreenSteps CEO shall make a final breach
determination in the event that consensus cannot be reached.

34



ManagemenW CommiWmenW
ScreenSteps management has approved this policy and commits to providing the resources,
tools and training needed to reasonably respond to identified security events and incidents with
the potential to adversely affect the company or its customers.

E[cepWions
Requests for an exception to this Policy must be submitted to and authorized by the CTO for
approval. Exceptions shall be documented.

ViolaWions & EnforcemenW
Any known violations of this policy should be reported to the CTO. Violations of this policy may
result in immediate withdrawal or suspension of system and network privileges and/or
disciplinary action in accordance with company procedures up to and including termination of
employment.

Veghi][ Daje Dehcgidji][ Akjh]g Addg]ped bs

Â.Á É-Sep-ÃÁÃÃ First Version Trevor DeVore

Jeremy Brown

Jeremy Brown
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Appendi[ A ± ConWacW InformaWion
Contacts for IT and Engineering Management as well as executive staff and can be found in
Slack.
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